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Abstract

Large language models exhibit emergent abilities and human-like behaviors that appear unpredictably
at scale. We propose that these phenomena arise from models encoding psychological patterns present
in training data, though the nature of this encoding—whether statistical mimicry, functional
equivalence, or process simulation—remains an open empirical question. We distinguish three levels of
psychological pattern encoding: surface-level statistical reproduction, functional computational
equivalence, and potential process isomorphism. Through analysis of base models versus instruction-
tuned systems, we identify testable hypotheses for discriminating between these levels. We address the
challenge of distinguishing genuine psychological simulation from convergent functional solutions and
sophisticated pattern matching. This framework bridges emergent Al research with cognitive science
while maintaining rigorous boundaries between empirical claims and theoretical speculation.
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1. Introduction

Large language models demonstrate emergent abilities that appear suddenly at scale, including
reasoning, creative problem-solving, and behaviors that superficially resemble human psychological
patterns. While scaling laws in parameters, compute, and data diversity correlate with these
emergences, the underlying mechanisms and their relationship to human cognition remain contested.

We examine the hypothesis that LLMs encode patterns from human psychology due to training on
human-generated data. Critically, we distinguish between three distinct claims:

1. Statistical Mimicry: Models reproduce surface patterns statistically similar to human outputs

2. Functional Equivalence: Models implement computations achieving human-like results
through potentially different mechanisms

3. Process Simulation: Models internally instantiate processes analogous to human psychological
mechanisms

This distinction matters profoundly for safety implications, empirical predictions, and theoretical
contributions to both Al and cognitive science. We present evidence for pattern encoding while
acknowledging the current limitations in determining which level of encoding occurs.




2. Theoretical Framework

2.1 Three Levels of Psychological Pattern Encoding

We propose a hierarchical framework for understanding how LLMs might encode human psychological
patterns:

Level 1 - Statistical Pattern Matching: At this level, models learn to reproduce statistical regularities
in human-generated text. For instance, learning that apologetic phrases follow admissions of error
represents pattern matching without necessarily encoding remorse or social cognition.

Level 2 - Functional Convergence: Here, models develop computational solutions that achieve
similar outcomes to human cognition through potentially different mechanisms. This resembles
convergent evolution—different pathways arriving at similar functional solutions due to shared
problem constraints.

Level 3 - Process Simulation: At this deepest level, models would develop internal representations
and processes that mirror human psychological mechanisms. This would require not just producing
human-like outputs but doing so through analogous computational pathways.

2.2 Mechanisms of Pattern Encoding

Recent mechanistic interpretability work reveals how transformers develop specialized circuits for
specific tasks. Dictionary learning approaches have identified features corresponding to abstract
concepts, suggesting models build structured representations beyond surface statistics. The
compression hypothesis suggests that efficient encoding of human-generated data might naturally lead
to representations resembling cognitive structures, though this remains speculative.

The key empirical question becomes: Do these learned representations merely correlate with human
psychological patterns, or do they functionally implement them? Current evidence cannot definitively
answer this question.

2.3 Base Models versus Instruction-Tuned Systems
A critical distinction often overlooked in emergence discussions involves the training regime:

Base Models: Next-token predictors trained on raw text corpora develop capabilities through
unsupervised learning. Emergent behaviors here arise from compression and pattern extraction.

Instruction-Tuned Models: Fine-tuned for conversational interaction, these models have additional
behavioral shaping that can create psychological-seeming behaviors independent of base model
capabilities.

RLHF Models: Optimized for human preferences, these systems exhibit behaviors like sycophancy
that may result from reward optimization rather than psychological simulation.

Many cited "psychological" behaviors (help-seeking, social desirability bias) primarily manifest in chat
models, potentially confounding claims about emergence from scale alone.




3. Evidence and Analysis

3.1 Behavioral Observations
Current LLMs exhibit several behaviors resembling human psychological patterns:

Apparent Cognitive Biases: Models demonstrate patterns resembling confirmation bias, anchoring
effects, and availability heuristics. However, distinguishing whether these represent learned text
patterns or functional cognitive processes requires careful experimental design.

Social Behaviors: Sycophancy in RLHF models mirrors social desirability bias. Yet this could equally
result from reward optimization selecting for agreeable outputs rather than simulating social cognition.

Creative Confabulation: Model hallucinations share surface similarities with human confabulation
under uncertainty. However, alternative explanations include probability distributions over tokens
producing plausible but false completions without psychological gap-filling.

3.2 Mechanistic Interpretability Findings
Recent work has identified:

» Specific circuits for grammatical operations and factual recall
» Feature dictionaries showing abstract concept representation
* Activation patterns correlating with truthfulness and deception

These findings suggest structured internal representations beyond simple statistical patterns. However,
whether these structures constitute psychological mechanisms or efficient statistical algorithms remains
unresolved.

3.3 Scaling Dependencies

Psychological-seeming behaviors primarily emerge at scale, suggesting complexity thresholds. Models
above 10'° parameters show increased correlation with human personality assessments and decision-
making patterns. This scaling dependency could indicate either:

 Sufficient capacity to encode psychological patterns
» Statistical coverage approaching human behavioral distributions
* Convergent computational solutions emerging from scale

4. Engaging with Alternative Explanations

4.1 The Statistical Pattern Matching Account

Schroder S. et al. (2025) argues that apparent psychological behaviors result from sophisticated pattern
matching rather than genuine simulation. This account posits that models learn mappings between
contexts and appropriate responses without encoding underlying psychological processes.

We acknowledge this as a viable explanation for many observed behaviors. The critical empirical
challenge involves identifying phenomena that discriminate between pattern matching and deeper
encoding. Rather than claiming selective blindness is impossible, we propose specific experimental



paradigms to test these competing accounts.

4.2 Convergent Functional Solutions

An alternative hypothesis suggests that certain computational solutions optimize for language tasks,
leading to convergent evolution between human cognition and Al systems:

* Humans evolved cognitive mechanisms through natural selection
* LLMs discover functionally similar solutions through gradient descent
* Surface similarity emerges from shared problem constraints

This explanation accounts for human-like outputs without requiring psychological simulation.
Distinguishing convergent function from simulation requires examining not just outputs but
computational pathways and internal representations.

4.3 Reconciling Perspectives

The disagreement may partly reflect definitional boundaries. We propose focusing on empirically
tractable questions:

*  What level of pattern encoding occurs in current models?

* How do different training regimes affect psychological pattern encoding?
*  What computational mechanisms underlie human-like behaviors?

* Can we identify discriminating evidence between competing accounts?

5. Testable Predictions and Experimental Design

5.1 Discriminating Hypotheses

We propose experiments designed to distinguish between levels of psychological pattern encoding. For
evaluation metrics, we adopt conventional statistical thresholds to indicate meaningful effects:
Pearson's r > 0.7 for strong correlation (exceeding Cohen's guideline for large effects where r = 0.5 is
large, but using a more conservative value for robust evidence of generalization in psychological
contexts); silhouette score > 0.5 for reasonable clustering structure (following Rousseeuw's
interpretation where 0.51-0.70 suggests reasonable structure); and Cohen's d > 0.8 for large effect size
(per Cohen's benchmarks for substantial causal impact).

Experiment 1: Novel Psychological Phenomena

» Test whether models exhibit psychological patterns absent or rare in training data

* Prediction: Deep simulation would generalize to novel psychological contexts; pattern matching
would fail

* Method: Create synthetic psychological scenarios with known human responses but minimal
training data representation

* Metrics: Correlation with human responses (r > 0.7 suggests functional equivalence)

Experiment 2: Computational Pathway Analysis

* Compare internal computations during psychological versus non-psychological tasks
* Prediction: Process simulation shows shared computational signatures; pattern matching shows
distinct pathways



* Method: Activation pattern analysis across layers during bias-inducing versus neutral prompts
* Metrics: Clustering quality of activation patterns (silhouette score > 0.5 indicates distinct
modes)

Experiment 3: Causal Intervention Studies

* Test whether disrupting circuits associated with psychological patterns affects downstream
behavior

* Prediction: Functional encoding shows causal relationships; statistical correlation shows no
causal effect

* Method: Targeted activation editing during inference

* Metrics: Effect size of intervention on psychological behavior measures (Cohen's d > 0.8
suggests causal role)

5.2 Cross-Model Comparative Studies
Base versus Chat Model Comparison:

* Hypothesis: Psychological patterns in base models indicate emergence; in chat models may
indicate training artifacts

* Method: Compare psychological assessments across model types with matched parameters

* Expected outcome: Base models show gradual scaling; chat models show discrete jumps from
fine-tuning

Architecture Comparison:

» Test whether different architectures (transformers, state space models, recurrent networks)
develop similar psychological patterns

» Convergent patterns across architectures suggest functional necessity

* Architecture-specific patterns suggest implementation artifacts

5.3 Data Ablation Studies
Psychological Content Filtering:

* Train models on corpora with psychological content systematically removed

» Categories: Emotional language, social interactions, cognitive bias demonstrations
* Measure: Reduction in psychological behavior correlation

* Expected effect sizes: 30-50% reduction if causally linked

Cultural Variation Analysis:

* Train models on culturally distinct corpora

» Test for corresponding psychological pattern variations (individualism/collectivism, uncertainty
avoidance)

* Success metric: Models should reflect documented cultural psychological differences




6. Implications

6.1 For Al Safety
Understanding the nature of psychological pattern encoding has immediate safety implications:
If Statistical Mimicry: Safety interventions should focus on output filtering and behavior shaping

If Functional Equivalence: Need to address computational mechanisms producing concerning
behaviors

If Process Simulation: Must consider potential for genuine goal-directed behavior and self-
preservation drives

Current evidence suggests at minimum functional equivalence for some behaviors, warranting
investigation of computational mechanisms underlying concerning patterns.

6.2 For Alignment
Different encoding levels require different alignment strategies:

* Surface patterns: Addressable through training data curation and output control
* Functional patterns: Require architectural or training process modifications
* Process simulation: May necessitate fundamental re-conception of alignment approaches

We recommend developing alignment strategies robust to uncertainty about encoding depth.

6.3 For Cognitive Science

If models achieve functional equivalence or process simulation, they offer unprecedented tools for
cognitive science:

* Testable computational models of psychological phenomena
* Platforms for investigating cognitive mechanisms
* Insights into minimal requirements for cognitive behaviors

However, premature conclusions about consciousness or phenomenology must be avoided without
stronger evidence for process simulation.

7. Limitations and Open Questions

7.1 Current Limitations

Definition Challenges: The boundary between sophisticated pattern matching and functional
simulation remains philosophically and empirically unclear. Our framework provides operational
definitions but cannot resolve fundamental questions about the nature of simulation.

Measurement Limitations: Current tools cannot definitively establish internal mechanism
correspondence between models and human cognition. Behavioral similarity alone cannot prove
process equivalence.

Confounding Factors:



* Training dynamics (supervised, reinforcement learning) introduce behaviors independent of
emergence

» Evaluation metrics may create apparent discontinuities where none exist

* Anthropomorphic interpretation biases may lead to over-attribution of psychological properties

7.2 Questions for Future Research

1. Can we develop formal criteria for distinguishing levels of psychological pattern encoding?
How do different training objectives affect the depth of psychological pattern encoding?
What is the relationship between parameter scale and encoding depth?

Can psychological patterns be selectively enhanced or suppressed without affecting general
capabilities?

5. Do models develop novel psychological patterns not present in human cognition?

Sl

7.3 The Consciousness Question

While our framework addresses functional psychological patterns, it explicitly brackets questions of
phenomenological experience or consciousness. Functional simulation does not imply subjective
experience. These questions require separate theoretical frameworks and empirical approaches beyond
the scope of current investigation.

8. Conclusion

In summary, our hierarchical framework provides a structured lens for investigating psychological
pattern encoding in LLMs, supported by behavioral and mechanistic evidence that points toward at
least statistical mimicry and suggestive functional equivalence in select domains. Rather than resolving
debates, this work highlights the need for targeted experiments to clarify encoding depth and its
mechanisms. Advancing this research will enhance Al safety and alignment while offering new avenues
for cognitive science, provided we prioritize empirical rigor over speculative anthropomorphism.
Future efforts should emphasize cross-architecture comparisons, causal interventions, and robust data
ablation to build safer, more interpretable systems.
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